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Task

Utterance Label

“We are free tomorrow night, right?” propositional question

“No, the final Grand Prix is on!” disagreement
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Task

▶ Most work on Dialogue Act Classification is on (phone)
conversations

▶ Not much public datasets on web data

▶ NPS Chat corpus is forum data from 2006
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Task

Split In-domain Out-of-domain

train 4,800 —
dev 600 853
test 600 852

Table: Dataset splits for both in-domain and cross-domain.
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Baseline

▶ deberta-v3-base

▶ CLS token

▶ 77.11 macro F1 in-domain and 53.92 F1 cross-domain
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How to increase robustness?

1. Lexical Normalization

▶ First normalize input, then classify

▶ Performance slightly lower on both domains
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How to increase robustness?

2. Label resampling

▶ Multinomial distribution alpha = .9 and .8

▶ Gain 1.5 macro-f1 ID & OOD
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How to increase robustness?

3. Context

▶ label (predicted)

▶ sender (binary)

▶ text
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How to increase robustness?

3. Context

▶ Gains of 7 and 20 points!
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How to increase robustness?
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How to increase robustness?

Thanks for your attention!
Code and data available at:

https:

//github.com/marcusvielsted/DialogueActClassification
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https://github.com/marcusvielsted/DialogueActClassification
https://github.com/marcusvielsted/DialogueActClassification
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