NLP NORTH AT WNUT-2020 TASK 2: PRE-TRAINING VERSUS ENSEMBLING FOR
DETECTION OF INFORMATIVE COVID-19 ENGLISH TWEETS
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~~ Problem: Binary classification of INFORMATIVE and UNINFORMATIVE corona-related tweets provided by the organizers.
() Code: https://github.com/AGMoller/noisy text
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on domain-specific CT-BERT (fine-tuned on
COVID tweets) led to a 3% higher score as
compared to BERT-base and RoBERTa.
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Can we ensemble SVM, neural network and
BERT-based models to improve robustness?
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Our ensemble methods did not beat stand-
alone CT-BERT.



