NLP North at WNUT-2020 Task 2: Pre-training versus Ensembling
for Detection of Informative COVID-19 English Tweets

Barbara Plank Anders Giovanni Mgller Rob van der Goot

IT UNIVERSITY OF COPENHAGEN




Task: Identification of informative COVID-19 English Tweets*

Informative

John Summer &
: @JohnSummer
Oklahoma'’s first confirmed case of

coronavirus is in Tulsa County
<URL>#SmartNews

B

Uninformative

. Pete Hanson

& PeterHansonl

Trump could cure Coronavirus 19, AIDS,
and Cancer in the same day and the
media would say he wasn't doing
anything.

*Nguyen et al., 2020



Transformer-based models outperform traditional methods

Traditional Transformers
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Domain-specific pre-training is important in this

classification task

Transformers
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Our ensemble methods did not beat stand-alone CT-BERT

Ensembles
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Transformer based models, especially
CT-BERT, outperform traditional models

Domain-specific pre-training is very
important in the classification task

Stacking was the most competitive
ensembling method, though still
underperforming compared to CT-BERT



